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Abstract: This article presents theoretical and practical aspects about the use of the Intraclass Correlation Coefficient (ICC); it describes its advantages with respect to the Pearson’s product-moment coefficient to determine the temporal stability of the scores of a measurement instrument. This research work corresponds to a methodological article. For the application of the method, 42 university students were intentionally selected, mostly women (53.4 %), aged between 17 and 26 years. The Interpersonal Reactivity Index (IRI) was administered; after three weeks the retest was performed. The results show the versatility of the ICC to provide information regarding Pearson’s r. Likewise, it was found that in all cases the Pearson r coefficient slightly overestimates the stability of the IRI scores. It is concluded that the ICC reports stable and less-biased values to determine the evidence of temporal stability of a measurement instrument.
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Resumen: El presente artículo expone aspectos teóricos y prácticos acerca del uso del Coeficiente de Correlación Intraclass (CC), se describen sus ventajas respecto al coeficiente producto momento de Pearson para determinar la estabilidad temporal de las puntuaciones de un instrumento de medida. Este trabajo de investigación corresponde a un artículo metodológico. Para la aplicación del método se seleccionaron intencionalmente 42 estudiantes universitarios, en su mayoría mujeres (53.4 %), con edades entre los 17 y 26 años. Se les administró el Índice de Reactividad Interpersonal (IRI), luego de tres semanas se realizó el retest. Los resultados muestran la versatilidad del CC para proporcionar información respecto al r de Pearson. Asimismo, se encontró que en todos los casos el coeficiente r Pearson sobreestima ligeramente la estabilidad de las puntuaciones del IRI. Se concluye que el CC reporta valores estables y menos sesgados para determinar las evidencias de estabilidad temporal de un instrumento de medida.
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Resumo: Este artigo apresenta aspectos teóricos e práticos sobre o uso do Coeficiente de Correlação Intraclass (CCI), são descritas suas vantagens em relação ao coeficiente produto momento de Pearson para determinar a estabilidade temporal das pontuações de um instrumento de medição. Este trabalho de pesquisa corresponde a um artigo metodológico. Para a aplicação do método, foram selecionados intencionalmente 42 estudantes universitários, em sua maioria mulheres (53,4 %), com idades entre 17 e 26 anos. Foi administrado o Índice de Reatividade Interpessoal (IRI), após três semanas foi realizado o reteste. Os resultados demostram a versatilidade do CCI para proporcionar informações a respeito do r de Pearson. Da mesma forma, verificou-se que em todos os casos o coeficiente r de Pearson superestima ligeiramente a estabilidade das pontuações do IRI. Conclui-se que o CCI relata valores estáveis e menos enviesados para determinar as evidências de estabilidade temporal de um instrumento de medição.

Palavras-chave: confiabilidade; estabilidade temporária; correlação; medidas repetidas; ANOVA.

Received: 10/10/2020 Accepted: 19/10/2021


Correspondence: Jossué Correa-Rojas, Universidad Peruana de Ciencias Aplicadas, Perú. E-mail: jossue.correa@upc.pe

In recent years, the measures of agreement have gained popularity in psychology research, specifically in the field of psychometrics; they are mainly used to estimate evidence of validity and reliability (Muñiz, 2018). Thus, among the most commonly used coefficients we can find Guilford's index of agreement (1954), the Kappa coefficient (Cohen, 1960), Lawshe's coefficient (1975), the congruence index (Rovinelli & Hambleton, 1977), the binomial test (Siegel, 1980), the validity coefficient (Aiken, 1980; 1985), the congruence index (Hambleton, 1984), the multidimensional scaling index (Sireci & Geisinger, 1992), and the content validity coefficient (Hernández-Nieto, 2011).

These coefficients are effective to analyze interobserver agreement when the level of measurement is categorical, a situation that is quite common when using the expert judgment procedure (Martínez, 2005; Muñiz, 2018). In other words, these coefficients allow us to quantify a qualitative assessment of n assessors who express their point of view regarding the quality of the items that make up a test. Such assessments are quantified in a response format which addresses aspects such as the domain, relevance, and representativeness of these reagents with respect to an underlying construct (American Educational Research
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It is worth mentioning that the main reason why these coefficients have become popular is the simplicity of their calculation and the easy interpretation of their values (Bartko, 1994; Benavente, 2009). However, despite the number of coefficients available, there is a certain preference among researchers to use Aiken’s V coefficient (Aiken, 1980; 1985; Merino & Livia, 2009; Pedrosa, Suárez-Álvarez & García-Cueto, 2014), even if, often, its use does not include the quality aspects mentioned and only includes superficial assessments such as Agree or Disagree.

Unlike these coefficients, there is another set that allows the analysis of quantitative variables (interval scale); that is, with direct scores (Livia & Ortiz, 2014). With these scores, it is also possible to analyze the evidence of validity and reliability by means of different procedures. Thus, for example, when reporting the evidence of validity in relation to other variables, it is usually reported through the application of different correlation coefficients (Martínez, 2005; Muñiz, 2018). Among the best known, the use of Pearson's product-moment correlation coefficient and the multitrait-multimethod matrix (Rodríguez-Miñón, Moreno & Sanjuán, 2000) stand out.

On the same vein, different methods can be used to estimate the evidence of reliability of a measure, including internal consistency, parallel forms, and temporal stability—also called test-retest, the method with which the agreement of scores of a measure is obtained. For these cases, we usually resort to the use of Pearson's product-moment correlation coefficient (Martínez, 2005) despite the drawbacks that its use may bring (Shrout & Fleiss, 1979).

**Intraclass Correlation Coefficient (ICC)**

With regard to evidence of reliability, one of the most widely used methods is internal consistency (Cascaes Da Silva et al., 2015; Ledesma, Molina, & Valero Mora, 2002). Among the coefficients with which this method works, the use of the Alpha coefficient stands out (Livia & Ortiz, 2014; Muñiz, 2010). This has received criticism due to non-compliance with the assumptions required for its application (Domínguez & Merino, 2015; Ventura-León, 2018), such as the tau-equivalent assumption which is required to estimate alpha coefficients by dimensions (Raykov, 1997). Therefore, specialized bibliography suggests the use of other coefficients such as the Omega (Ventura-León, 2017; Viladrich, Angulo-Brunet & Doval, 2017) or the composite reliability coefficient (Hair, Anderson, Tatham & Black, 2010) which yield less biased estimates.

However, there are other procedures for demonstrating the reliability of an instrument. For example, temporal stability—less popular than internal consistency, but no less important. This method refers to the agreement of the score at two different points in time (Muñiz, 2010; 2018). This procedure is also known as test-retest. Applications of the procedure usually resort to the calculation of Pearson's product-moment correlation coefficient ($r$), with which it is possible to verify the relation between the two measurements; however, this value is generally overestimated (Spence-Laschinger, 1992) due to the linear nature of the coefficient (Shrout & Fleiss, 1979).
The use of this coefficient implies an important limitation because, if an instrument systematically measures moments that are different from one another, the correlation may be perfect even though the agreement is null (Pita & Pértegas, 2004). For this reason, the use of Pearson's coefficient can constitute a source of error in measurement, since it omits the intra and intersubject variability in the calculation (Shrout & Fleiss, 1979), therefore, exposing researchers to systematic errors in their interpretations (Bartko, 1994; Ledesma et al., 2002).

To resolve this, the generalizability theory (GT) offers a profound theoretical development about reliability, defining it as the proportion of the variance of an observed score that is not attributable to errors in measurement (Spence-Laschinger, 1992). This encourages the specification and estimation of the true score variance, error score variance and observed score variance components, and the calculation of coefficients based on these estimates (Mandeville, 2005; Pita & Pértegas, 2004). From this approach, it is suggested to consider the use of the ICC to determine the agreement between two measurements taken in a time interval (Esquivel et al., 2006; Koo & Li, 2016; Mandeville, 2005; Shrout & Fleiss, 1979; Weir, 2005). Unlike other coefficients, the ICC allows for the detection of systematic measurement bias (Esquivel et al., 2006), in addition to verifying the temporal stability of the scores (Martínez, 2005; Muñiz, 2018).

At this point, it is necessary to review the complexity of the definition of reliability, since it contemplates the variance ratio between the true score with respect to the total score variance (AERA, APA, NCME, 2018). This definition is important when the objective of the study has to do with determining internal consistency (Vargha, 1997). However, when the aim is to measure the agreement of the scores of a measurement instrument at two moments in time on an unaltered sample, scientific literature does not suggest a specific procedure (Muñiz, 2018), and the main reason involves the measurement scale, with regard to the temporal stability of continuous measures (Benavente, 2009; Mandeville, 2005).

In this framework, the calculation of reliability through temporal stability (test-retest) is not a commonly used procedure (Camacho-Sandoval, 2008; Pita & Pértegas, 2004; Prieto, Lamarca & Casado, 1998), but this does not mean that its estimation is irrelevant. It responds rather to aspects of convenience, given that the test-retest method aims at verifying that the variability of the scores does not differ significantly from one another (Weir, 2005). However, when the assigned scores differ consistently between each observation, it is necessary to resort to more sophisticated calculation methods that allow reducing the measurement error. One of the suggested procedures is the calculation of correlation coefficients resulting from the residuals of a repeated measures ANOVA (Cerda & Villarroel, 2008; Koo & Li, 2016; Shieh, 2016).

The ICC was originally developed by Fisher (1954) as a modification of Pearson's correlation coefficient. Thus, the ICC applies now is calculated from the mean squares, resulting from a repeated measures analysis of variance, and is widely used in other disciplines (Cortés, Rubio & Gaitán, 2010; Koo & Li, 2016) to assess the validity and reliability of measurement instruments.
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\[ r_{xy} = \frac{\sum x_i y_i - n \bar{x} \bar{y}}{(n-1)s_x s_y} \]

Where:
\( \sigma_{XY} \) is the covariance of \((X, Y)\)
\( \sigma_X \) is the standard deviation of the variable
\( \sigma_Y \) is the standard deviation of the variable \(Y\)

The most important aspects to recommend the use of the ICC in psychology research involves the fact that it takes into account the measurement error, which is necessary to be able to control bias (Camacho-Sandoval, 2008), and intra and intersubject variability (Hazra & Gogtay, 2016). This shows its benefits compared to coefficients such as Pearson’s or Spearman’s (Esquivel et al., 2006). To this end, Abad Olea, Ponsoda and García (2011) point out that by breaking down the variability of the data, according to the sources of error, the corresponding variance components are estimated. These elements refer to an estimate of the variability attributed to the subjects, items and the residual. Therefore, the calculation of the ICC constitutes a more accurate and less biased estimate. Likewise, in terms of variance components, the ICC is obtained as follows:

\[ \sigma_s^2: \text{Intersubject variability (attributable to differences between subjects, } s) \]
\[ \sigma_j^2: \text{Intrasubject variability (refers to the differences in the measurements of the same subject, } j) \]
\[ \sigma_e^2: \text{Residual variability (random variability associated with measurement errors, } e) \]

\[ \text{ICC} = \frac{\sigma_s^2}{\sigma_s^2 + \sigma_j^2 + \sigma_e^2} \]

According to Shrout and Fleiss (1979), the ICC expresses single quantities of the relative magnitude of the two variance components of a score. As the proportion of error variance of total variance in a set of scores decreases, the possible values of the ICC range from 0 to 1 (Manterola et al., 2018; Müller & Büttner, 1994), wherein a large proportion of error variance in a set of scores produces a low ICC coefficient and indicates low reliability (Turner & Carlson, 2003). They also point out that the minimum acceptable value for the ICC is 0.75 (Haggard, 1958; Shrout & Fleiss, 1979). In this regard, Prieto et al. (1998) modified the calculation of the ICC based on the variability of the observed scores: The more homogeneous the study sample, the lower the ICC tends to be.

According to the GT, an approximation to the measurement of the error variance can be obtained by breaking down the variability of the data from each source of variation. This way, the elements of the variance (variability attributed to the subject, to the items and to the measurement error) are estimated. The application of ANOVA allows to make these estimates. To do so, it is necessary to define the number of levels of the intrasubject variable (number of measurements carried out in a period of time). Among the results, we select the sums of squares (SS), degrees of freedom (df) and quadratic means (QM), with which it is possible to calculate the ICC.
$ICC = \frac{k + SS \text{ between} - SS_{total}}{(k - 1) SS_{total}}$

Where:
- $k$: Number of measures
- $SS\text{ between}$: Root mean square of the scores
- $SS_{total}$: Sum of mean squared error of one-way ANOVA

Accordingly, the convenience and advantages of the ICC in relation to other correlation coefficients (concordance) has been shown. Next, an application of the ICC shall be presented with the objective of determining the temporal stability of the scores of the Interpersonal Reactivity Index (IRI) in a sample of university students from Lima. The traditional procedure that measures the concordance of the measures, using Pearson’s correlation coefficient is compared with the procedure suggested through the ICC that comes from a repeated measures ANOVA.

**Method**

**Participants**

To demonstrate the applicability of the ICC, 41 students were purposively selected from public (67.6%) and private (32.4%) universities—mostly women (53.4%), with ages ranging from 17 to 26 years old. The selection criteria of the students were based on their accessibility, regular attendance to classes, and approval of the informed consent. All students had a middle cultural and socioeconomic status.

**Instrument**

The Davis’ Interpersonal Reactivity Index (1983) was used. This self-application, paper-and-pencil, instrument assesses cognitive and affective empathy (Esteban-Guitart, Rivas & Pérez, 2012), using a Likert-type response format with five options: *It does not describe me well* (1), *It describes me a little* (2), *It describes me well* (3), *It describes me quite well* (4), *It describes me very well* (5). It consists of 28 items that allow measuring individual differences in the empathy construct through the following four subscales (7 items each): Perspective Taking and Fantasy (cognitive component) and Empathic Concern and Personal Discomfort (emotional component). The Spanish adaptation of Mestre, Frías, and Samper (2004) was used for this research, which maintains the structure of the items in each of the categories of the original version.

**Procedure**

The administration of the instruments was carried out between April and May 2020, and the measurements were taken individually. As it is a longitudinal measurement (two measurements), the measurements were intended to be made under similar conditions (day and time) and leaving a period of three weeks. The recommendations and regulations for the application of tests proposed by the International Test Commission (2000) were considered with the objective of minimizing the variance irrelevant to the construct that is prone to occur during the administration of psychological tests. Prior to the administration of the tests, the participants signed the informed consent form in which they were informed of the voluntary
nature of the study, the freedom of their participation, the absence of physical and psychological harm, anonymity and the confidentiality of the information collected. In this way, the ethical guidelines according to the Helsinki rights were respected, in addition to the Código de Ética del Perú (Peruvian Code of Ethics) (Colegio del Psicólogo del Perú [Peruvian Association of Psychologists], 2017).

**Data analysis**

The statistical analysis was performed using a syntax developed for the IBM SPSS v. 25 software. The data analysis was carried out in stages, initially exploring the descriptive and distributional statistics of the items. Thus, the assumption of univariate normality was assessed by means of the skewness and kurtosis coefficients, considering the values within the range of ± 1.5 as a criterion (Pérez & Medrano, 2010). Subsequently, the test-retest procedure was applied, and the concordance of the scores was analyzed through Pearson's product-moment correlation coefficient ($r$). The criteria for its interpretation were based on Cohen's suggestions, who points out that this is in itself an effect size (Cohen, 1992). The second test-retest estimation was carried out through a repeated measures ANOVA, where two levels were defined. This procedure also allowed to verify the intra and intersubject variations where statistically significant differences of $\alpha \leq .05$ were assumed. The results refer to the variability of the measurement in the same subject and, in the second case, to the variability between the response of one participant in relation to others. A syntax by which it can be reproduced has been included because, in this occasion, the aim is to identify the absolute agreement. The variations from subject to subject are assessed through an $F$ statistic with its respective statistical significance and also the effect size (partial eta squared [$\eta^2_p$]), assuming Cohen's criteria for its interpretation (Cohen, 1992). In addition, intersubject variability (the variations of the subject with another subject) is added with an $F$ statistic with its respective statistical significance and also the effect size (partial eta squared [$\eta^2_p$]), assuming Cohen's criteria for its interpretation (Cohen, 1992).

**Results**

Table 1 shows the descriptive measures for PT, FS, EC, and PD for two measurements reported with a three-week margin. The results show that the PT averages show little variation ($M_1 = 20.710$ and $M_2 = 20.120$), the FS averages show a similar behavior ($M_1 = 18.900$ and $M_2 = 17.760$); as for EC the measures are quite similar ($M_1 = 25.370$ and $M_2 = 23.220$). Likewise, the PD averages show the same state ($M_1 = 15.020$ and $M_2 = 16.170$). Finally, the skewness and kurtosis coefficients are below 1.5 which suggests that the variables present univariate normality.
Table 1.
Descriptive statistics

<table>
<thead>
<tr>
<th>Variables</th>
<th>Measure 1</th>
<th>Measure 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M(SD)₁, g₁, g²</td>
<td>M(SD)₂, g₁, g²</td>
</tr>
<tr>
<td>Perspective taking</td>
<td>20.71(4.18), -0.06, 0.29</td>
<td>20.12(4.64), -0.21, -0.49</td>
</tr>
<tr>
<td>Fantasy</td>
<td>18.90(4.19), 0.09, -0.17</td>
<td>17.76(4.65), 0.06, -0.61</td>
</tr>
<tr>
<td>Empathic concern</td>
<td>25.37(3.81), 0.88, 0.36</td>
<td>23.22(5.44), 0.11, -0.41</td>
</tr>
<tr>
<td>Personal distress</td>
<td>15.02(4.05), 0.29, 0.02</td>
<td>16.17(4.24), 0.52, -0.27</td>
</tr>
</tbody>
</table>

Notes: M: Mean; SD: Standard deviation; g₁: Skewness coefficient; g²: Kurtosis coefficient.

Analysis of variances

Table 2 shows the results of the repeated measures ANOVA for two factors. The results of the FS dimension show that, at the intrasubject level, no statistically significant differences were found and that the effect size is non-existent (F = 0.531; p > .05; η² = 0.013). However, in the intersubject effect test, the variations are statistically significant and the magnitude of the differences is large (F = 1327.275; p < .001; η² = 0.971). Regarding the FS dimension, the intrasubject effect test shows that there are no statistically significant differences and the effect size is not significant (F = 2.832; p > .05; η² = 0.066). Whereas the intersubject effect test indicates that the individual-group variations are statistically significant and the magnitude of these is large (F = 928.659; p < .001; η² = 0.959). The results in EC indicate that there are no statistically significant intrasubject differences, reaching a very small effect size (F = 9.156; p > .05; η² = 0.186). Meanwhile, statistically significant differences were found at the intersubject level, being the magnitude of these differences large (F = 1327.275; p < .001; η² = 0.973). Finally, in the PD dimension, the results at the intrasubject level reflect that there are no statistically significant differences and that the effect size is not significant (F = 3.800; p > .05; η² = 0.087). Whereas the intersubject effect test indicates that the variations are statistically significant and that the magnitude of these is large (F = 729.928; p < .001; η² = 0.948).
Table 2.
*Intra and intersubject effect test*

<table>
<thead>
<tr>
<th>Variables</th>
<th>QM (df)</th>
<th>F</th>
<th>p</th>
<th>$\eta_p^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Perspective Taking (PT)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intrasubject effect test</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>factor 1</td>
<td>14.049(1)</td>
<td>0.531</td>
<td>.470</td>
<td>0.013</td>
</tr>
<tr>
<td>Error (factor 1)</td>
<td>26.449(40)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intersubject effect test</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intersection</td>
<td>17087.049(1)</td>
<td>1327.275</td>
<td>.000</td>
<td>0.971</td>
</tr>
<tr>
<td>Error</td>
<td>12.874(40)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Fantasy (FS)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intrasubject effect test</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>factor 1</td>
<td>14.049(1)</td>
<td>2.832</td>
<td>.100</td>
<td>0.066</td>
</tr>
<tr>
<td>Error (factor 1)</td>
<td>26.449(40)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intersubject effect test</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intersection</td>
<td>17087.049(1)</td>
<td>928.659</td>
<td>.000</td>
<td>0.959</td>
</tr>
<tr>
<td>Error</td>
<td>12.874(40)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Empathic Concern (EC)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intrasubject effect test</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>factor 1</td>
<td>94.439(1)</td>
<td>9.156</td>
<td>.004</td>
<td>0.186</td>
</tr>
<tr>
<td>Error (factor 1)</td>
<td>412.561(40)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intersubject effect test</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intersection</td>
<td>48391.024(1)</td>
<td>1327.275</td>
<td>.000</td>
<td>0.973</td>
</tr>
<tr>
<td>Error</td>
<td>1351.976(40)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Personal Distress (PD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intrasubject effect test</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>factor 1</td>
<td>26.939(1)</td>
<td>3.800</td>
<td>.470</td>
<td>0.087</td>
</tr>
<tr>
<td>Error (factor 1)</td>
<td>283.561(40)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intersubject effect test</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intersection</td>
<td>19943.280(1)</td>
<td>729.928</td>
<td>.000</td>
<td>0.948</td>
</tr>
<tr>
<td>Error</td>
<td>1093.220(40)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Notes:** QM: Quadratic Mean; F: Repeated Measures ANOVA Test Statistic; p: Statistical Significance; $\eta_p^2$: Partial Eta Squared. Intrasubject Effect Test: It assesses the variability of the same measures among people. Intersubject Effect Test: It assesses the variability between the same measures among people.

**Temporal Stability of the Measure**

From the repeated measures ANOVA procedure, the QM: Quadratic mean of the scores and the MSE: Sum of one-way mean squared errors, which are necessary elements for the calculation of the ICC, with their respective confidence intervals at 95%, were obtained. Likewise, the Pearson’s product-moment correlation coefficients ($r$) are presented with the respective statistical significance (table 3). The ICC - $r$ coefficients are compared. From them, the delta between these coefficients was calculated, obtaining changes above 0.001.
Table 3.  
**Comparison between Pearson's product-moment and ICC Coefficients**

<table>
<thead>
<tr>
<th>Test-retest</th>
<th>n</th>
<th>$r$</th>
<th>ICC</th>
<th>ΔICC .r</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perspective taking</td>
<td>41</td>
<td>.323*</td>
<td>.324 [.020-.572]</td>
<td>.001</td>
</tr>
<tr>
<td>Empathic concern</td>
<td>41</td>
<td>.567**</td>
<td>.487 [.200-.694]</td>
<td>-.080</td>
</tr>
<tr>
<td>Fantasy</td>
<td>41</td>
<td>.517**</td>
<td>.503 [.242-.699]</td>
<td>-.014</td>
</tr>
<tr>
<td>Personal distress</td>
<td>41</td>
<td>.589**</td>
<td>.572 [.327-.746]</td>
<td>-.017</td>
</tr>
</tbody>
</table>

*Notes: Δ ICC .r: Change between the coefficients; *$p < .05$; **$p < .001$.*

**Discussion**

The ICC is an agreement index for continuous data; it assesses the size of the variance components between and within groups (Davis & Joseph, 2016; Shoukri, 2004). It also describes the proportion of the total variance which is explained by differences between scores and instruments (Mandeville, 2005). According to Hazra & Gogtay (2016), the ICC is developed within the analysis of variance and its calculation is based on the true (between subjects) variance and the measurement error variance, produced during the repeated measurement (Hazra & Gogtay, 2016; Manterola et al., 2018).

In this sense, the purpose of this research was to carry out a theoretical review of the applicability of the ICC to estimate the temporal stability of the scores of the measurement instruments. For this purpose, a longitudinal study of two measurements of IRI scores was conducted. These were then analyzed from a traditional perspective by means of a bivariate analysis with Pearson's correlation coefficient. Meanwhile, in the second approach, the analysis comprises a repeated measures analysis of variance (ANOVA).

It is worth mentioning that the evidence of reliability by the temporal stability method (test-retest) has already been used in the psychometric analysis of the IRI. For example, it has been used in studies in Spanish (Carrasco, Delgado, Barbero, Holgado & Del Barrio, 2011), Belgian (De Corte et al., 2007) and Chilean (Fernández, Dufey & Kramp, 2011) populations in which cases a test-retest correlation between moderate and high was found.

On the other hand, the Pearson product-moment correlation coefficients indicate that there is a relationship between these scores. However, this does not indicate that there is concordance between the measures, which has already been quite discussed in the bibliography (Davis & Joseph, 2016; Koo & Li, 2016; Shoukri, 2004). Moreover, as it is a linear calculation procedure, the interpretations are biased and there is a risk of overestimation (Hazra & Gogtay, 2016; Manterola et al., 2018). In turn, the repeated measures ANOVA provides the inputs for the calculation of the ICC which, due to its non-linear nature, constitutes an adjusted measure of concordance between measurements. As a result, it was identified that the four dimensions of the IRI (PT, EC, FS and PD) do not present a major difference in the scores within the group (intrasubject), showing non-significant differences with non-existent effect magnitudes. However, when analyzing the variations between groups, it could be seen that there were statistically significant differences, with large effect sizes.
Thus, it was possible to corroborate the practical usefulness of the calculation of the ICC because it not only provides information about the relationship between the two measures, but also provides information about the fulfillment of the assumptions of no intra and intergroup variations. These allow the estimation of the measurement error (Pita & Pértegas, 2004).

Likewise, when comparing the Pearson and ICC coefficients, it could be seen that the former are slightly higher. Furthermore, they are interpreted as significant and very significant correlations, but this does not imply that the variances have been analyzed, and, therefore, the concordance itself is not being assessed. What this coefficient expresses is the product-moment relationship between two measurements, disregarding the inter and intrasubject variation (Shoukri, 2004; Shrout & Fleiss, 1979).

Additionally, to evaluate whether the changes between the correlation coefficients were significant, the differentials (Δ) were calculated and Byrne’s criterion (2008) was considered to determine the measurement invariance. It can be seen that, with the exception of the PT dimension, these differences are significant in the remaining dimensions, which is evidence of the overestimation that usually occurs when using Pearson's correlation coefficient as a concordance statistic.

Regarding the estimation method used, it is important to emphasize that the test-retest procedure has been previously used in other studies. Such is the case of the research by Carrasco et al. (2011) where the temporal stability of the IRI was analyzed in a sample of Spanish adolescents in which Pearson’s product-moment correlations, which range from 0.44 to 0.65, after a one-year interval, were reported. Similarly, Fernández et al. (2011) reported that Pearson’s product-moment correlations higher than 0.70 were found after a 60-day interval in Chilean university students. These studies indicate that the examined construct is not subject to random fluctuations (Reidl-Martínez, 2013); on the contrary, it seems to be quite stable over time. Nevertheless, despite the fact that the time intervals used in these precedents are different from those of this research, it is necessary to emphasize that these have been established, in accordance with the criteria suggested by the bibliography (Martínez, 2005). The foregoing is indicated as a reference to highlight that the findings of the research do not respond to an anomalous behavior of the construct, nor to some other resulting aspect, typical of the task performed (Medrano & Pérez, 2019).

An important aspect is related to the applicability of the procedure for calculating the ICC since this is not only limited to the estimation of the temporal stability of the scores of an instrument, therefore, being possible to use it in quasi-experimental studies (more than one measurement). In these designs, the related t or the Wilcoxon rank-sum are commonly used. These are estimates that only express the specific difference between before-after and not the intra and intersubject variation as a product of the effect of a factor (intervention program) (Abad et al., 2011).

An important limitation has to do with the sample size and the type of sampling which restricts the generalizability of the results. However, given that in this case the aim is to expose the analysis technique, the sample size does not affect this. It is also necessary to demonstrate the applicability of the ICC in other procedures such as validation by expert judgement in which case the demonstration to yield more precise estimates than other coefficients would be expected, such as Aiken’s V.
Finally, it is important to emphasize that recent psychometric studies include within their reliability measures the test-retest procedure or the temporal stability of the measure (Correa-Rojas, Grimaldo & Del Rosario-Gontaruk, 2020; Lascurain, Lavandera & Manzanares, 2017). This as a complement to internal consistency which is necessary, especially, if it is intended to use these measures in longitudinal studies (Abad et al., 2011; Muñiz, 2018) to ensure that they do not constitute a source of systematic error.
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Anexo

Syntaxes for IBM SPSS
GLM Medida1 Medida2
   /WSFACTOR= factor1 2 Polynomial
   /METHOD=SSTYPE(3)
   /EMMEANS=TABLES(factor1) COMPARE ADJ(LSD)
   /EMMEANS=TABLES(OVERALL)
   /PRINT=ETASQ
   /CRITERIA=ALPHA(.05)
   /WSDESIGN= factor1.

Reliability
   /VARIABLES=Medida1 Medida2
   /SCALE(‘ALL VARIABLES’) ALL
   /MODEL=ALPHA
   /ICC=MODEL(MIXED) TYPE(ABSOLUTE) CIN=95 TESTVAL=0.